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**Natural Language Processing with R and Python**

R (R Core Team, 2021) is an open-source programming language that is designed for statistical computing (Hornik, 2017). R can perform anything from standard data analysis to machine learning and natural language processing to highly specialized computations that may be unique to a scientific field. R is not just a statistical analysis package, but a fully-fledged programming *language*. R even managed to become (and remains) one of the ten most popular programming languages (Cass, 2018; Cass, 2021) partly due to the large ecosystem of support pages, books, blogs, tutorials, and R specific conferences. Several R packages, including dplyr (Wickham, François, Henry, and Müller, 2019), ggplot2 (Wickham, 2016), and data.table (Dowle and Srinivasan, 2019) have over 12,000 mentions on Stack Overflow (Robinson, 2017).

Python (Python Software Foundation, 2021) is a general purpose scripting language often used to design websites, pull information from APIs, and process/analyze data. Recently, a large ecosystem of modules have been developed to read and process data (e.g., Harris, Millman, van der Walt, et al., 2020; The pandas development team, 2021), perform basic machine learning algorithms (e.g., Pedregosa et. Al., 2011), and run computationally intensive neural networks (e.g., Abadi et al., 2015; Chollet et al., 2015; Paszke et al., 2019).

Software developers, data scientists, and I/O practitioners can contribute to each language by writing new and unique software, called “packages” in R and “modules” or “libraries” in Python. At the time of this writing, the Comprehensive R Archive Network (CRAN) contains 18,093 available packages, including packages to read data in varying formats (e.g., readr, open.xlsx, haven, rjson, officer, vroom), access databases (e.g., DBI, odbc, RSQLite), clean data (e.g., dplyr, tidyr, stringr, reshape2), perform data analyses and machine learning (e.g., infer, caret, xgboost, randomForest, survival, DALEX), visualize results (e.g., shiny, ggplot2), and interface with other programming languages (e.g., Rcpp, reticulate, RJava). Python libraries are a bit more difficult to enumerate due to a more distributed set of repositories (including PyPI, CloudRepo, Anaconda, among others). However, the public python repository PyPI contains over 324,836 libraries. Python has vastly more libraries than R (approximately 300 thousand versus approximately 20 thousand) due to the wider audience of the Python language as well as the stricter submission guidelines (as well as the continual maintenance by the R Core Team) of R packages. Simply put, it is much harder to publish a package on CRAN than PyPI because each R package needs to pass a set of strict checks on a variety of operating systems.

This Master Tutorial will teach attendees how to run Python modules within an R session/workflow for the purpose of analyzing text data. We will show users how to process text data with R, send R objects to Python for analyses, and return objects back to R for displaying and reporting results. One can think of this Master Tutorial as a direct continuation of the R Master Tutorials from the 2019 conference on web scraping and the 2021 conference on text analytics with R: if R does not provide enough tools for analyzing data, how can you take advantage of more robust machine learning/NLP tools within an R workflow? Attendees should be familiar with R and have both R and RStudio installed prior to the workshop. We will walk through and explain each line of code in detail, but we will have little time to review the basics of R itself. Note that we will provide a brief overview of Python as well as how to install Python via the R package “reticulate”.

*Proposed Session*

Although psychologists are adept at creating simple multiple choice or Likert-based questionnaires, a lot of information is still contained within unstructured text data. From performance reviews to company ratings, sentiment analyses and matching algorithms can power purchase recommendations, job suggestions, and promotion decisions. Moreover, how people feel about an organization depends not just on simple ratings but on what they say and how they communicate. Just as a picture is worth a thousand words, a sentence is worth a thousand ratings. However, cleaning and parsing text data requires special strategies. R has many tools designed to clean, describe, and display text data (e.g., Munzert, Rubba, Meißner, and Nyhuis, 2015; Silge and Robinson, 2017). However, many of the most commonly used tools for modeling, classifying, and predicting outcomes using text data were built in Python (e.g., Abadi et al., 2015; Chollet et al., 2015; Paszke et al., 2019). Moreover, online courses for natural language processing (e.g., Mourri, Kaiser, & Shyu, n.d.) typically teach only Python tools for text processing. Ideally, one could clean and process data using R but still take advantage of the powerful models in Python. Until recently, tools linking Python to R were ad hoc and required fragile system setups (such as rPython to run Python from R and rpy/rpy2 to run R from Python). More recently, the “reticulate” package was released to better facilitate specifying, updating, and integrating Python within an R environment (Ushey, Allaire, & Tang, 2021). Unfortunately, I/O psychologists often lack the skills required to analyze text data in Python and integrate Python tools within an R workflow. Building on several R-based master tutorials over the last few years (e.g., Jones, Nydick, & Wiseman, 2019a; Jones, Nydick, & Wiseman, 2019b; Jones, Nydick, & Wiseman, 2021a; Jones, Nydick, & Wiseman, 2021b), the proposed tutorial aims to break down useful R (and now Python!) methods for I/O psychologists. Specifically, this tutorial can be seen as an extension of the Web Scraping and APIs with R (Jones, Nydick, & Wiseman, 2019b) and Text Analytics and NLP with R (Jones, Nydick, & Wiseman, 2021b) tutorials that describes how to exploit state-of-the-art methods for understanding text data pulled from the web by integrating Python tools within an R process. We will explain text modeling using R and Python in three parts.

The first part of the tutorial will discuss how to setup a Python installation within an R session as well as how R determines the Python environment to use and how to enforce the right environment for a given problem. Often, you attempt to setup a particular Python environment for a text analytics problem, but R finds the wrong version of Python, and your code does not work. We will also discuss how to pass objects back and forth between R and Python as well as how to load and install Python modules from R.

The second part of the tutorial will discuss the various natural language processing algorithms in Python, how to choose the appropriate modeling steps, and how to structure your data so that the algorithm works correctly. Much of this part will involve the Python package tensorflow (Abadi et al., 2015) but various Python engines could also apply given problem type and library familiarity. One can think of this section as a crash course in Neural Networks for NLP in Python.

Finally, we will show how to create a natural language processing workflow by reading the data into R, performing basic data manipulations, passing the objects into the appropriate Python environment, running the text analysis algorithm, and displaying/saving the results from R. To better facilitate learning and applicability to I/O research, we will walk through an example demonstrating modeling the sentiment of an organization in different business units across people of different demographic attributes. Although our example applies to sentiment modeling, any systematic analysis of text data can map onto a similar process.

Audience members are strongly encouraged to bring laptops and to have downloaded the materials ahead of time. For those who wish to follow along, we will make available all materials and R scripts at <https://github.com/swnydick/siop-2022-nlp-r-python>. We request 80 minutes for this tutorial, with the approximate time for each topic as well as additional information provided below. Note that none of the authors are affiliated with the producers of any of the packages described and that there are no material gains (financial or otherwise) for them. All packages are free of charge and complete.

**Topic #1: Integrating Python and R (15-20 minutes)**

Python and R are often thought of as conflicting ecosystems rather than complementary tools. Recently, the R package reticulate (Ushey, Allaire, & Tang, 2021) was developed to facilitate integrating Python within an R workflow. However, using Python within R is still tricky. Python has several package management systems (e.g., pip and Anaconda, Anaconda Software Distribution, 2020), as well as different methods of setting and using environments (e.g., venv and Anaconda, Anaconda Software Distribution, 2020). R users often have difficulty with Python’s package and environment management systems. Python modules often have a complex dependency structure where one module depends on an early version of a dependent module and a later version of a different module. This contrasts with R’s straightforward dependencies, where most packages will work as long as the latest versions of the dependent packages are installed. Therefore, one must understand, use, maintain, and access environments in Python to ensure that code is transferable (although, see Ushey, 2021, for a package dependency management system in R).

Even though one can access R objects in Python, objects mean different things in each language. The reticulate package converts the most common objects across languages (e.g., vector in R results in list in Python, named list in R results in dict in Python), but even the most obvious conversions result in objects with different properties. For instance, an atomic vector in R has objects all of the same type, but a list in Python can be of various types. Moreover, Python lists are assigned by reference to the object, so that modifying one instance of a list will modify any other instance. Understanding how Python collections work (of which lists are a primary example) can be difficult for R users who assume that assigning variable “a” to variable “b” copies the object rather than merely pointing to the same memory location (see R environments for a counter example; most R users do not modify environments directly, but they play a part in the magic of shiny applications, see Wickham, 2021; R environments as a language property are different from the aforementioned Python environments as a system for organizing dependencies, although the latter does relate to the renv R package, see Ushey, 2021).

The first portion of the tutorial will be a crash course in how to setup and access Python environments as well as a brief overview of how R and Python differ in how they generally work.

**Topic #2: Neural Network Models with R and Python (30-35 minutes)**

Text data can lead to various questions, such as: how do people in various groups feel about this organization or these work processes; or what is the general topic of conversation on this pre-employment hiring board? A sophisticated way of finding patterns in complex data is trying to replicate the reasoning process that makes “is this a cat” much easier for a person than a computer. After cleaning the initial data (see Jones, Nydick, & Wiseman, 2021a for a walkthrough of initial text processing steps), text can be coded as embeddings that treat semantically similar words as numerically similar (where similar means vectors that are close to each other in space; see Mikolov, Chen, Corrado, & Dean, 2013 for description of the word2vec method). One could train embedding models based on the similarity among words in many text corpuses. However, this process is incredibly computationally intensive; moreover, many sophisticated and open source embedding models exist, including word2vec, GloVe, and BERT, so that practitioners need not create embedding matrices from scratch.

After cleaning data and coding the text as useful numbers, these numbers can then be fed into a neural network with a set of layers based on the proposed structure of how the words should be processed when predicting some response, including dense feed-forward layers (all neurons in current layer impact all neurons in next layer), convolution layers (reducing an object to simpler building blocks), long short-term memory layers (to efficiently retain complex dependencies among words in different locations), and many more (see Tch, 2017, for a more complete and detailed explanation). These networks can be linked together to predict an outcome, such as sentiment or sentence topic. Many of the commonly used algorithms for fitting a neural network model (such as Tensorflow) were written for a Python interface.

During this section of the tutorial, we will explain the neural network words and phrases that you need to know, how to apply a neural network structure/algorithm to a given text classification problem, and how to build a basic neural network using the Keras/Tensorflow interface. We will also explain how to build a neural network in R by using the keras (Allaire & Chollet, 2021) package. Note that the keras package uses R code but depends upon having a working version of Python installed with the necessary dependencies.

**Topic #3: Natural Language Processing Workflow (20 minutes)**

During the last major section, we will present a typical workflow for processing natural language data using a question common to I/O psychology: how do people feel about their work environment? We will walk through each of the steps of reading the data into R, performing text cleaning, building a neural network model, making sure that the correct dependencies are installed and available in Python, fitting the model using the R frontend to keras (while knowing how to debug issues in Python), and then clustering/displaying the final result to tell a story on the types of employees expressing negative feelings about their work and actions that could be taken to improve the work environment.

**Topic #4: Wrap-up (5-10 minutes)**

Finally, the presenters will answer audience questions and help with technical problems encountered during previous sections. The presenters will also provide materials for participants to read for self-study and include links to useful materials for solving text analytics problems.

**Learning Objectives**

This workshop is designed to help you:

1. Install, update, and use Python within an R session for the purposes of analyzing and processing text data.
2. Understand how to run state-of-the art machine learning and neural network algorithms in python to analyze unstructured text.
3. Create a workflow so that data can be cleaned and processed in R, analyzed in Python, and then summarized and reported on in R.
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